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Abstract—An essential approach for guaranteeing the safety
of a cyber-physical system is to monitor its execution in real
time. The execution trace of such a system typically consists of
one or more signals, and a key computational task for safety
monitoring is the online processing of these signals in order to
identify events that need to be acted upon in a timely manner.
There are several existing proposals for the specification of
signal monitors: temporal logics, reactive languages, and dataflow
formalisms. A shared feature of most of these proposals is that
they describe online signal transformations that are causal. The
causality requirement enables a real-time implementation, where
the input and output signals are perfectly synchronized.

We propose a new specification formalism for signal monitors
that relaxes the causality restriction and allows the output to
depend on a bounded amount of future input. It follows that an
online implementation of such a monitor must have a certain
amount of lag in the computation. We introduce a formal
framework for signal transformations that allow bounded lag (the
output has fallen behind the input) and bounded lead (the output
is running ahead of the input), and we propose a type discipline
for classifying these transformations according to their lead/lag.
We show that this typed framework provides a modular approach
for succinctly specifying: (1) monitors for temporal properties
that involve both past and bounded-future connectives, and (2)
complex signal processing computations, such as those arising
in the monitoring of physiological signals in medical devices.
We have implemented the proposed specification formalism and
we have compared it against state-of-the-art tools for the online
monitoring of temporal properties: MonPoly, StreamLAB, Aerial,
and Reelay.

Index Terms—Cyber-physical systems, online monitoring, run-
time verification, Metric Temporal Logic (MTL), Signal Temporal
Logic (STL), quantitative properties, data streams, transducers,
automata.

I. INTRODUCTION

As a motivating application domain for this work, consider
implantable medical devices, such as cardiac pacemakers and
implantable cardioverter defibrillators (ICDs). A pacemaker
is meant to detect an abnormal heart rhythm by continuously
monitoring the electrical heart signal of the patient and deliver
therapy upon detection in order to restore a normal rhythm.
The response of the pacemaker has to be in real time in order
to fulfill its purpose of patient treatment.

Cyber-physical systems, such as the one described previ-
ously, require algorithms for the online monitoring of signals.
These algorithms must run in real time using a small amount
of resources such as memory space and time to process each
sample. One approach for developing such online algorithms
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is to use a low-level programming language. Another common
approach is to use a logical specification formalism, such as
Metric Temporal Logic (MTL) [[1] or Signal Temporal Logic
(STL) [2]], which can then be compiled to an executable online
monitor. There is a large body of work on monitoring various
classes of properties: past-time temporal [3], past-time first-
order temporal [4], metric first-order temporal (past-time and
bounded future-time) [S)], and timed regular [6]]. Quantitative
variants of Boolean monitoring have also been considered:
using a robustness semantics for temporal logic [7], [8l,
(9], [101], [L1], [12], and using domain-specific languages for
stream processing [13]], [14]].

Closely related to online monitoring are the languages
for programming reactive systems: (1) the synchronous lan-
guages [15], [16], [17], [18] have been used successfully
for specifying embedded controllers, (2) the formalisms for
synchronous dataflow [19], [20] have been used for specifying
signal processing systems, and (3) the languages for reactive
programming [21]], [22], 23] are useful for developing event-
driven applications.

Our goals here overlap with those of the aforementioned
works: we want to provide language support for conveniently
specifying complex but efficient monitors for signals that arise
in cyber-physical systems. We are interested in properties that
are not only Boolean, but also encompass the calculation
of statistical measures (e.g., averages) and signal processing
computations (e.g., low-pass and high-pass filters).

A key difference from most prior work is that we focus on
relaxing the notion of causal online signal computations, by
allowing the output at a timepoint ¢ to depend on a bounded
amount of future input, e.g., over the interval [¢,¢ + u]. This
implies that the computation of the output happens with some
bounded lag: the monitor has to wait until all the relevant
input is seen before it can emit its output. This relaxation of
causality is useful for several practical computations. Consider,
for example, the detection of the peaks in the ECG signal. In
order to correctly identify that a peak is present at time ¢, the
monitor has to first receive some of the input ahead of ¢ in
order to witness the falling slope after the peak.

We introduce a new formal framework for specifying on-
line signal transformations that are not necessarily causal,
but are instead only required to have a bounded lag (the
amount by which the output has fallen behind the input)
and a bounded lead (the amount by which the output is
running ahead of the input). This class of transformations
lies strictly between the causal transformations (where the
output is completely synchronized with the input, e.g., as is
typical in synchronous languages) and the asynchronous signal
transformations of Kahn [24] (where there is no requirement
regarding if and when output is emitted). We call these
transformations lead/lag-bounded transductions. For brevity,



we also call them /-bounded transductions. We introduce a
corresponding model of online computation, which we call
lead/lag-bounded transducer (or ¢-bounded transducer). Both
transductions (semantic objects) and transducers (machine
models) are classified using types of the form (A, B, [m,n]),
where A is the type of the input samples, B is the type of
the output samples, and [m,n| is an interval of the integers.
The lead/lag of the transformation must fall within the interval
[, n]. In other words, these lead/lag types indicate the allow-
able skew between the output and the input. In Section
we discuss the relationship between lead/lag types and other
notions of types for synchronous computations, such as the
clocks of Lustre [15], [25] and its extensions (e.g., Lucid
Synchrone [26]], [27] and Lucy-n [28])), which in turn are also
related to types that characterize the input/output rate of a
transformation [[19], [20].

The ¢-bounded transducers and tranductions can be com-
posed using several combinators: (1) the dataflow combinators
of serial composition, parallel composition, and feedback com-
position; (2) tranformations such as map, running aggregation
(fold), and sliding windows; (3) the ignore combinator that
disregards a prefix of the signal; and (4) the emit combinator
that generates output without consuming input. These combi-
nators give rise to a domain-specific language for describing ¢-
bounded transformations. Every ¢-bounded transformation that
is specified using only these combinators satisfies a crucial
efficiency guarantee: it can be implemented with an online
monitor that uses constant memory space, i.e., space that is
independent of the length of the signal seen so far.

In order to illustrate the usability of our typed framework of
{-bounded transformations, we use it to prototype a constant-
space monitoring algorithm for MTL with past-time and
bounded future-time temporal connectives. The monitor for
a formula of this logic is encoded as an expression that only
involves the combinators of the previous paragraph. This gives
rise to a compositional monitoring algorithm: the monitor for
a composite formula (e.g., pU[, %) is given by a construction
on the monitors for the immediate subformulas (e.g., ¢ and ).
This is different from existing non-compositional approaches
(e.g., the one described in [9]), where a global analysis of the
formula takes place initially in order to pre-allocate a table
whose width is at least as large as the amount of lookahead
(into the future) that the monitor requires.

As a case study, we use our framework to prototype a
complex quantitative monitor for ECG peak detection. Peak
detection algorithms [29]], [30], [31]], [32]] are a crucial part
of software that runs on implantable medical devices such as
pacemakers and defibrillators [33], [34]. This monitor detects
the peaks in the ECG signal (which correspond to heart
beats) using a complex online algorithm that (1) removes high
frequencies with a low-pass filter, (2) calculates the slope of
the signal using derivatives, (3) computes the length of the
signal curve over a window centered around each timepoint,
and (4) identifies the peaks with a decision rule that uses the
calculated quantities.

We provide an implementation of (-bounded transductions
and their combinators using the Rust programming language.
In order to evaluate the efficiency of the implementation we

TABLE I
TRANSDUCTIONS OF STREAMS AND SIGNALS.

Category & Description
SF(A, B): signal functions of type A¥ — B%
CSF(A, B) C SF(A, B): causal signal functions
IMT (A, B): (incremental) Mealy transductions, i.e., functions A* — B

MT (A, B): (cumulative) Mealy transductions, i.e., monotone and length-
preserving functions AT — B+

IST(A, B): (incremental) stream transductions, i.e., functions A* — B*
ST(A, B): (cumulative) stream transductions, i.e., monotone functions
of type A* — B*

KT(A, B): Kahn transductions, i.e.,
A>® — B where A® = A* U A¥
STy (A, B) C ST(A, B): stream transductions that satisfy the progress
property

KTy (A, B) C KT(A, B): Kahn transductions that satisfy the progress
property

STy(A, B) Q <>(A

w-continuous functions of type

B): stream transductions with bounded lead/lag,
STy (A, B) contains those with lead in [m, n]

compare our prototype MTL monitor against the state-of-the-
art tools MonPoly [35]], StreamLAB [36], Aerial [37], and
Reelay [38]]. We chose these tools for comparison because they
provide support for MTL monitoring. The experimental results
show that our monitor performs well on several microbench-
marks and on the recently proposed Timescales benchmark
[39].

II. TRANSDUCTIONS OF SIGNALS

This section is an exploration of various denotational se-
mantic models for online signal transformations. The classes
of models that we consider are summarized in Table [l Most
of the definitions in the table are provided to motivate and
give context for our proposal, but it is sufficient for the reader
to only remember ST}, (¢-bounded stream transductions).

We identify the class of lead/lag-bounded (¢-bounded) trans-
ductions as an extension of causal (synchronous) signal trans-
formations that allows a bounded amount of lookahead into
the future. The class of ¢-bounded transductions is contained
in the class of Kahn transductions [24]], which allows complete
asynchrony between input and output.

Let A be a set. A signal over A is a function AY = w — A,
where w = {0, 1,2,...} is the set of natural numbers. In other
words, a signal over A is an infinite sequence over A. We will
be using the common notation ¢ < w to mean i € w. A signal
function is an element of SF(A, B) = A — B¥. For i < w
we define the equivalence relation ~; on A% as follows: u ~; v
iff u(j) = v(y) for all j < 4. That is, u ~; v iff u,v agree
on all timepoints up to (and including) ¢. A signal function
f : SF(A, B) is causal if u ~; v implies f(u)(i) = f(v)(%)
for every ¢ < w and all u,v € A“. Intuitively, f is causal if at
every timepoint ¢ the output of f depends only on the input
values at timepoints j < 7. We write CSF(A, B) for the set of
signal functions of SF(A, B) that are causal.

The operation of serial composition, denoted >, is mean-
ingful in the context of various kinds of signal transformations.
For signal functions, we take > to be composition of func-
tions: (f > g)(u) = g(f(u)) for every u € A“, f : SF(A, B)



and g : SF(B,C). We write id : SF(A, A) for the identity
function. SF is a typed monoid, i.e., a category [40].

In a causal signal function f : AY — B“ the output
at some timepoint 7 depends only on the finite prefix of
the input signal from 0 up to ¢. So, we can describe the
same transformation with a function H(f) : AT — B,
where AT is the set of all nonempty finite sequences over
A. The idea is that for an input signal v € A“ the output
f(u)(3) is equal to H(f)(uS?), where uS? is the prefix of
u from the beginning up to timepoint i. We say that an
element of IMT(A,B) = AT — B is a Mealy trans-
duction (in incremental form). For f : AT — B, we
define lift(f)(aoas ... an) = f(ao)f(aoas) - flaoar ... ay,)
for every agpai...a, € AT. Serial composition is then
given by (f > g)(u) = g(lift(f)(u)) for every u € AT,
f:IMT(A,B) and g : II\/IT(B7 (). The identity transduction
idMT - IMT(A, A) sends aj . € A* to a,,. It can be easily
checked that CSF and IMT are isomorphic. So, causal signal
transformations can be described by Mealy transductions,
which involve only the finite prefixes of the signals.

A transduction in incremental form gives the output incre-
ment when the last item of an input prefix is consumed. For a
function f : IMT(A, B) we see that g = lift(f) : At — BT
satisfies the following: (1) g is monotone, i.e., u < v implies
g(u) < g(v) for all u,v € AT; and (2) g is length-preserving,
ie., |f(u)| = |u| for every u € AT. We write MT(A, B) to
denote the set of monotone and length-preserving functions
of type AT — B™T. An element of MT(A, B) is said to be a
Mealy transduction in cumulative form. Serial composition is
composition of functions, and id'}'" : MT(A, A) is the identity
function. The mapping lift witnesses the isomorphism between
the categories IMT and MT.

If we think of a Mealy transduction f : MT(A, B) op-
erationally, it describes a transformation that consumes the
input stream item by item and produces exactly one output
item for every consumed input item. If this restriction is
lifted to allow an arbitrary (but finite) number of output items
per input item, we need to consider a stream transduction,
which is a monotone function g : A* — B*. We write
ST(A, B) to denote the set of all such functions. As for
MT, serial composition is composition of functions, and the
identity id%’ : ST(A, A) is the identity function. For the
incremental viewpoint, we define IST(A, B) = A* — B* and
Lfe(f)(ay...an) = f(e)- f(ar)--- f(ay...a,) for every f :
IST(A,B) and a; ...a, € A*. Serial composition is given by
(f > g)(u) = g(lift(f)(u)) for every u € A*, f:IST(A, B)
and g : IST(B,C). The identity id'3" : IST(4, A) is given by
id37(¢) = e and idy" (a; . .. ay) = a,,. The mapping lift is an
isomorphism from IST to ST. The isomorphism from ST to
IST is given by the differentiation function, denoted 0, which
sends a function f : ST(A, B) to a function 9(f) : IST(A4, B),
where O(f)() = £(c) and O(f)(ua) = f(u)~ f(ua).

If the restriction of finite output per input item is lifted, we
need to consider the set A = A* U A¥ of finite and infinite
words over A. Notice that A> is an w-CPO: it is partially
ordered by the prefix relation, and every countable chain has a
supremum. A Kahn transduction is a function f : A — B>
which is w-continuous: f(sup;, «;) = sup;.,, f(x;) for ev-

item input history output increment output history
f:IST(A, B) g:ST(A, B)
€ fe)
o @ ao f(ao) g(ao)
El a am flao ax) g(ag ax)
az aop ai a2 f(ao ai az) g(ao ai a2)

Fig. 1. The transductions f : IST(A, B) and g : ST(A, B) with f = 9(g)
and g = lift(f) describe the same transformation.

ery chain zg < z; <29 <...in A*. We denote the set of all
these functions by KT (A, B). Informally, a Kahn transduction
can describe computations where the consumption of a single
input item can trigger the production of an infinite sequence
of output items. As in ST, serial composition is composition
of functions and id"{" : KT(A, A) is the identity function.

The extension of a stream transduction f : ST(A, B) to a
Kahn transduction ext(f) : KT(A, B) is defined as follows:
ext(f)(apay ...) = sup;.,, f(ao...a;). This is well-defined
because f is monotone and therefore f(ag), f(agay), ... 1is a
chain. The mapping ext embeds ST into KT.

One problem with stream transductions and Kahn transduc-
tions is that they describe computations that can potentially
stop producing output. We are interested here in computations
over unbounded signals, which describe (in the limit) the
transformation of an infinite input signal to an infinite output
signal. We call this requirement the progress property. It
is formulated easily for Kahn transductions as follows: a
function f : KT(A, B) satisfies the progress property if
f(u) € B¥ for every u € A“. Intuitively, this says that
f never stops producing output while processing the input
signal u € A“. This property says nothing about when the
output is produced, only that there is no point at which f stops
producing output. We write KT (A, B) to denote the subset
of KT(A, B) that contains those transductions that satisfy
the progress property. The operation of serial composition
preserves the progress property, and every idﬁT satisfies the
progress property. So, KT, is a subcategory of KT. A stream
transduction f : ST(A, B) is said to satisfy the progress
property if ext(f) : KT(A, B) satisfies the progress property.
STy is the subcategory of ST that consists of the stream
transductions satisfying the progress property.

Mealy transductions correspond to signal transformations
where the input and output streams are perfectly synchronized:
upon receipt of the input item for timepoint ¢, the output item
for timepoint ¢ is produced. Stream transductions relax this
synchronicity requirement: they allow the output to fall behind
relative to the input or to run ahead of it. When the output
falls behind we say that the computation has lag, and when
the output runs ahead we say that the computation has lead.
The main class of transductions that we consider here are the
ones with bounded lead and lag, since they are very useful
in the specification of signal processing algorithms. We define
the lead of a transduction f : ST(A,B) at u € A* to be
the integer lead(f)(u) = |f(w)| — |u|. Similarly, the lag of
a transduction f : ST(A,B) at u € A* is defined as the



integer lag(f)(u) = |u| — | f(u)|- So, lead(f) and lag(f) are
are functions of type A* — Z. We also define Lead(f) =

{lead(f)(u) | u € A*}. We say that f is lead/lag-bounded or
(-bounded when Lead(f) is finite. We write ST, (A4, B) for
the set of all /-bounded stream transductions. If f : ST, (A, B)
and g : STp(B, (), then it also holds that f > g : ST, (A4, C).
It follows that STy, is a subcategory of ST.

We think of each ST,(A,B) as a type that can be re-
fined according to the magnitude of the lead/lag. We write
f + STw(A4, B,[m,n]), where m < n are integers, when
Lead(f) C [m,n]. The following hold: STy(A, B, [m,n]) C
STw(A, B) C STy (A, B).

Lemma 1. If f : ST,(A4, B,[m,n]) and g : STw(B, C, [0, p))
then f > ¢g: STp(4,C,[m + o,n + p)).

Consider a function f : STy (A, B, [m,n]). We claim that
m < 0 implies n > 0. Equivalently, the interval [m,n] must
contain at least one non-negative number. In other words,
the set STy (A4, B, [m,n]) is empty when m,n < 0. This is
because lead(f)(e) = |f(e)] — |e] = |f(¢)| > 0. So, when
STu(A, B, [m,n]) is nonempty then [m, n] should intersect N.
Equivalently, we require that n > 0. We define a lead interval
to be a subset [m,n] = {i € Z | m < i < n} of the integers
with m < n and n > 0. If [m, n] and [0, p|] are lead intervals,
then so is [m + o,n + pl.

Example 2. Consider the transductions f, g, h,k : ST(N,N),
all of which represent the identity function on infinite streams.
We write 9(f),d(g),0(h),d(k) : IST(N,N) for the corre-
sponding incremental versions, which are given as follows:

A f)xg...xp) =z

€ if n is even

0 STp) =14
(9)@o--2n) {xnlxn, if n is odd

n/2, if n is even
O(h)(xg...zpn) = { / .

e, otherwise

log,(n), if n is a power of 2
B @0 .. ) = { g2(n) ap

e, otherwise

The following table illustrates f, g, h, k with an example:

input: 0 1 2 3 4 5 6 7 8
foutput: 0 1 2 3 4 5 6 7 8

g output: 01 23 45 67
h output: 0 1 2 3 4
k output: 0 1 2 3

We observe the following: (1) f is a Mealy transduction; (2) g
has bounded lead/lag, in particular g : ST, (N, N, [—1,0]), but
it is not a Mealy transduction; (3) h and k both satisfy the
progress property, but they do not have bounded lead/lag.

The denotational models that we have considered in this
section describe the transformation of discrete signals, which
are typically uniformly sampled. These models can be varied
and/or extended in several ways. It is possible to consider
timed traces [41] to represent non-uniformly sampled discrete
signals and dense-time (or continuous-time) signals [2]. The
online transformation of signals can be presented in the
broader context of data stream processing. A generalization

of the notion of data streams to partial orders is considered
in [42], [43]. An algebraic semantic framework that encom-
passes several concrete stream models (including discrete and
continuous signals) is proposed in [44].

III. TRANSDUCERS WITH DELAY

In this section we introduce a class of transducers (au-
tomata) that compute the lead/lag-bounded transductions of
section These transducers are more general than Mealy
machines [45] and Moore machines [46]. They are more
similar to the so-called sequential transducers [47], [48]], but
there are two key differences: (1) we do not restrict attention to
finite-state transducers, and (2) we consider a type discipline
for ensuring that the transducers have bounded lead/lag.

Definition 3 (Stream Transducer). Let A and B be sets. A
stream transducer of type SA(A, B) is a deterministic trans-
ducer G = (St, init, o, next, out), where St is a set of states,
init € St is the initial state, o € B* is the initial output, next :
St x A — St is the transition function, out : St x A — B* is
the output function. The transition function extends to gnext :
St x A* — St, given by gnext(s,e) = s and gnext(s,ua) =
next(gnext(s,u),a). Similarly, the output function extends
to gout : St x A* — B*, given by gout(s,e) = ¢ and
gout(s,ua) = gout(s,u) - out(gnext(s, u), a). The denotation
of G is the stream transduction [G] : ST(A, B) given by
[G](e) = o and [G](ua) = [G](u) - out(gnext(init, u), a).
We say that G implements the transduction f if [G] = f.

Let A, B be sets and G = (St, init, 0, next, out) : SA(A4, B)
be a stream transducer. A lead labeling for G is a pair (), u)
of functions A, i : St — Z such that
(LL1) A(s) < u(s) for every s € St,

(LL2) A(next(s,a)) < A(s) + |out(s,a)| — 1 for every s, a,
(LL3) u(s) 4+ |out(s,a)| —1 < p(next(s,a)) for all s,a, and
(LL4) A(init) < |o| < p(init).

For integers m < n, we say that (A, p) is a [m, n]-lead labeling
if m < A(s) and pu(s) < n for all s € St.

Lemma 4 (Lead Labeling). Let G : SA(A, B) be a trans-
ducer. If G has a lead labeling (X, ) then A(gnext(init,u)) <
lead([G])(u) < p(gnext(init,u)) for every u € A*.

Lemma [4] says that a lead labeling (A, p) of a transducer
G provides lower bounds (with \) and upper bounds (with p)
for the lead of the transduction that G’ implements.

Lemma 5 (Lead/Lag Boundedness). Let A, B be sets and
m < n be integers. The denotation of a stream transducer
G : SA(A, B) belongs to STy (A, B, [m, n]) iff G has a [m,n]-
lead labeling (A, p).

Lemma [5] says that the existence of a bounded lead labeling
for a transducer G is equivalent to G implementing a transduc-
tion with bounded lead/lag. This allows us to prove the latter
semantic property with a simple annotation of the transducer.
We write G : SA(A, B,[m,n]) when G has a [m,n]-lead
labeling, and we say that it is lead/lag bounded. We write
SA(A, B,n) as an abbreviation for SA(A, B, [n,n]).



id : ST,(A, A,0) id(u) =u
op: A— B (f)(e) =«
f =map(op) : STy(A, B,0) 9(f)(ua) = op(a)
m:A— B op: BxA— B of)e)=¢
f = aggr(in, op) : ST,(A, B,0) A(f)(ua) = fold(init, op, ua)

integer n > 1 ANf)(u) =¢, if jlul <n

F = wnd(m) - STo(A, A%, [—(n— 1,0) 8(f)(wv) = v, if [o| = n
integer n > 1 flu)=c¢, if jul <n
f =ignore(n) : STh(A, A, [-n,0]) fluw) =, if lul =n
n:N val : B — wal®
f = emit(n,val) : ST,(A, B,n) Flu) = val™ - u

f:STw(A, B,[m,n]) g:STw(B,C,[o,p])
F>g:STp(A,C,[m+ o,n+ p]
(f > g)(u) = g(f(u))
f:STw(A, B,[m,n]) g:STu(A,C,[o,p])
h = par(f,g) : STp(A, B x C,[min(m, 0), min(n, p)])
h(u) = zip(f(u), g(u))
f:STp(A x B, B,[m,n])
g = loop(f) : STh(A, B, [m,n])
g(u) = Ifp(Ty), where 7y (v) = f(zip(u,v)) for v € B*

Fig. 2. Combinators for lead/lag-bounded transductions.

m>1

Example 6 (Sliding Window). We define the stream trans-
ducer wnd(n) SA(A, A™) that partitions the input into
overlapping segments of n elements, as shown below:
input: 0 1 2 3 4 5
wnd(2) output: 0,11 1,21 1231 341 [45]
wnd(3) output: [0,1,21 [1,2,3]1 [2,3.4] [3,4,5]

The idea is to maintain a buffer that remembers the last n — 1
elements. So, we define the transducer as follows:

wnd(n) = (St, init, o, next, out) : SA(A, A™)
St=/ A" int=[ando=¢

next(s,b) =s-[b], if [s] <n—1
next([a] - s,b) = s-[b], if |s| =n —2

out(s,b) =¢, if [s| <n—1

out(s,b) =s-[b], if [s|=n—1

— 1), 0]-labeling (A, u) for the
transducer. We put A(s) = pu(s) = —|s| for every s € St.
Observe that A\(next(s,a)) = )\(s) + |out(s,a)| — 1 for every
s € St and a € A. So, wnd(n) : SA(4, A", [—(n — 1),0].

Now, we will define a [—(n

IV. COMBINATORS

In this section we introduce a collection of combinators
for stream transductions (semantic objects) and stream trans-
ducers (model of computation). These combinators constitute
a domain-specific language (DSL) for programming signal
transductions of bounded lead/lag. This language satisfies a
key efficiency guarantee: every transducer that is defined in it
requires a constant amount of memory space and a constant
amount of computation time to process each input sample.

op: A— B

id : SA(A, A,0
* (4,4,0) map(op) : SA(A, B, 0)
m:A—B op:BxA—B integer n > 1
aggr(in, op) : SA(A, B,0) wnd(n) : SA(A, A", [—(n—1),0])
n: N n:N val : B

ignore(n) : SA(A, A, [—n,0]) emit(n, val) : SA(A, B,n)

f: SA(A, B, [m,n]) g : SA(B, C, o, p])
£>g:SA(A,C,[m + o,n + pl)
£ : SA(A, B, [m,n]) g : SA(A,C, [o,p])
par(f,g) : SA(A, BxC, [min(m, o), min(n, p)])
f:SA(A x B, B, [m,n]) m>1
loop(f) : SA(A, B, [m,n])

Fig. 3. Combinators for lead/lag-bounded transducers.

In Figure [2] we show several combinators on stream trans-
ductions. The map(op) combinator describes a signal trans-
formation that applies the function op : A — B elementwise.
The aggr(in, op) combinator is a running aggregation, which
is specified by the initialization function in A — B
(applied to the first element) and the aggregation function
op : B x A — B. The definition uses the fold operation:

fold : (A— A)x (Bx A— B)x AT = B
fold(in, op,a) = in(a), fora € A
fold(in, op,ua) = op(fold(in, op,u),a)

The wnd(n) combinator describes the transformation that
partitions the input signal into a sequence of overlapping
windows, so that the i-th output is a list of the last n
elements from ¢ to i + n — 1. The ignore(n) combinator
skips the first n elements and echoes the rest of the input.
The emit(n, val) combinator emits n copies of wval at the
beginning and then continues to echo the input. The serial
composition combinator > is used to stream the output of
one transduction as input to another one. The parallel com-
position combinator describes the simultaneous application
of two transformations. In order to define this, we consider
the function zip : A* x B* — (A x B)*, which is
given by zip(aj ...am,b1...b,) = (a1,b1) ... {(ag,br) where
k = min(m, n). It follows that |zip(u, v)| = min(|ul, [v|) for
all uw € A* and v € B*. For the feedback combinator loop,
we consider a transduction f : ST,(A4 x B, B, [m,n|) with
m > 1 and we want to define loop(f) : STp(A, B) as a
solution to the equation par(id,g) > f = g. We can rewrite
this equivalently as f(zip(u, g(u))) = g(u) for every u € A*.
The function 7, : B* — B*, given by 7,(v) = f(zip(u,v)),
has a least fixpoint {fp(,) = sup,.,, v; where vg = ¢ and
Vi1 = Tu(Vi)-

Figure [3| contains the corresponding combinators for stream
transducers, i.e., the implementations. In Figure {f] we show
the implementation of the serial composition combinator
(f1 > f5) using a product construction on f; and fs.
The idea is that the output of f; is propagated as input
to fo. The parallel composition combinator par(fy,fs) is
implemented with a modified product construction on f; and
fy, as shown in Figure [5] Observe that the state space is



Sty,init1, 01, nexty, outy) : SA(A, B)
Stg, |n|t2, 02, nextsy, Outg) SA(B C)

(
(
(£1 > fg) (St1 X Sto, init, o, next, out) : SA(A, C)
(
(

init = (init1, gnext, (init2, 01)) and o = o2 - outa (inita, 01)
next((s1, s2),a) = (nexty(s1,a), gnext,(s2, out1(s1,a)))
out((s1, s2),a) = outa(s2,out1(s1,a))

Fig. 4. Implementation of the >> combinator.

f1 = (Stl, init;, 01, nexty, outl) : SA(A7 Bl)
fo = ( to, inite, 02, nextg,outg) : SA(A7 BQ)
par(f1,f2) = (St,init, o, next, out) : SA(A, B1 X Ba2)

St = Sty x Sta x Bf x B}
init = (inity, inite, remn1 (o1, 02), remna(01,02))
o = zip(o1,02)
next({s1, s2,u1,u2),a) = (t1,t2, w1, wa)
out((s1, s2,u1,u2),a) = zip(uiv1, ugv2)
t1 = next(s1,a) and ta = next(sz2,a)
v1 = out(s1,a) and v2 = out(s2, a)
wy = remni(uivi,ugve) and wy = remna(u1vi, u2v2)

Fig. 5. Implementation of the par combinator.

f = (St, init, 0, next, out) : SA(A x B, B)
loop(£) = (St x BT, (init,0), 0, next’, out’) : SA(A, B)
next’((s, bv), a) = (next(s, {a, b)), v - out(s, {a, b)))
out’({s,bv),a) = out(s, {a, b))

Fig. 6. Implementation of the loop combinator.

defined as St = St; x Sty x Bf x Bj. This is because
the transducer has to properly align the output emitted by
f1 and fo, and therefore it has to remember the additional
output given by f£; when f; runs ahead of f,, and similarly
for the symmetric case when fo runs ahead of f;. Every
reachable state (s1, 2, u1, us) satisfies the following invariant:
Uy = € or us = ¢. The functions remn; : A* x B* — A*
and remny, : A* x B* — B* are used in Figure |5} For
w = ay...a, € A¥ and v = by...b, € B*, we put
remny (u,v) = Ag41-.. 4y, and remng(u,v) = by ...by
where & = min(m,n). In particular, m < n implies that
remni(u,v) = €, and n < m implies that remns(u,v) = €.
So, remny (u,v) = € or remns(u, v) = ¢. In Figure[] we give
the implementation of the feedback composition combinator
loop(f), where f : SA(A x B, B) is a transducer with two
input channels (one of type A and one of type B). The idea
is that the output of f is given as input to the second input
channel of f. In order for this to be well-defined, it is essential
that £ has lead in [m,n] with m > 1.

Example 7 (FIR filtering). For an odd natural number w =
2k + 1 and coefficients ¢_g,...,c_1,co,C1,...,cr we define
the output signal by y(n) = Zfz_kci -x(n+1). We consider
that z(n) = 0 for n < 0.

k>0 coefficients ¢ = c_g,...,C_1,C0,C1,---,Ck

FIR(C) : SA(R,R, [k, 0])

An FIR filter can be used to smooth a signal. For example,
FIR([0.1,0.2,0.4,0.2,0.1]) is a weighted average around each

p: A — Bool p, % : MTL(A)
atomic(p) : MTL(A) -, @ A, oV : MTL(A)
@ : MTL(A) integers 0 < a <b
Yo, Po, Hp, Pla, 00y, Hia,00)®5 Pla,b)®s Hia,p) : MTL(A)
p, 1 : MTL(A) integers 0 < a < b

©S Y, ©S[a,00) ¥s ¥ Sa,p] ¥ MTL(A)
p,1: MTL(A) integers 0 < a <b
N, N%p, Fra 5% Gla,b%s © Ula,p) ¥ : MTL(A)
Fig. 7. The syntax of typed metric temporal logic (MTL).

point. We can express FIR in terms of emit, wnd and map:
FIR([c_1,c0,c1]) = emit(1,0) >> wnd(3) >> map(op),

where op = (z_1,T9,21) > c_1T_1 + CoTo + C1Z1.

Theorem 8. The transducer combinators of Figure [3] imple-
ment the corresponding transduction combinators of Figure [2]
Moreover, every implementation constructed with these com-
binators is an online algorithm that uses constant space (i.e.,
independent of the length of the input stream).

Proof. First, we show that each combinator id, map(op),
aggr(in, op), wnd(n), ignore(n) and emit(n,val) imple-
ments id, map(op), aggr(in,op), wnd(n), ignore(n) and
emit(n, val) respectively. Now, for serial composition it suf-
fices to show the following: if £ : SA(A, B) implements
f : ST(A,B) and g : SA(B,C) implements g : ST(A4, B),
then £ > g : SA(A,C) implements f > g : ST(A,C).
Similar claims can be established for parallel composition and
feedback composition.

We will show now that the implementation of each combi-
nator requires a constant amount of space for the transducer
memory. First, we observe that every transducer built with the
combinators of Figure [3]is lead/lag-bounded. The combinators
id and map(op) do not require any memory, i.e., they are
memoryless. The running aggregation aggr(in, op) requires
one memory location for storing the running aggregate. The
windowing transducer wnd(n) requires n — 1 memory lo-
cations for the buffer of the last n — 1 elements. As seen
in Figure [] the serial composition £ >> g does not require
any additional memory locations. For the case of parallel
composition g = par(f, fa), the argument relies crucially
on the assumption that £f; and fo are lead/lag-bounded. In
this case, the skew between f; : SA(A, By, [m1,n1]) and

2 : SA(A, B, [ma, ng)) is bounded above by a = max(|mq—
nal, |ma—mn1l). So, g requires a buffer with at most ¢ memory
locations. For the case of feedback composition 1loop(£) with
f : SA(A x B, B,[m,n]), a buffer with at most n memory
locations is required, in order to store the elements that are
sent back to the input channel B and await to be matched with
elements of the input channel A. O

V. ONLINE TEMPORAL MONITORING

In this section we show how our framework of lead/lag-
bounded transducers (and the corresponding combinators) can
be used to easily prototype an efficient monitoring algorithm



u, 1 = atomic(p) < p(u(i)) = true
u,i = e S u,i E e
u,i =AY S u,i = @andu,i =Y
u,iE VY S uiEporuilEY
uiEYpsi>landu,i—1FE¢@
u,i =Py & u,j | ¢ for some j € (0,1
u,i = Hp < u,j = ¢ for every j € [0, 1]
u,i = @S < thereis j € [0,4] s.t. u,j =
and u, k = ¢ for all k with j < k <73
U, 1 = Pla,00)p € u, j = ¢ for some j € [0,7 — a]
U, i = Hig,00)p € u,j =  for every j € [0,i — a]
UG = ¢ S[q,00) ¥ & there is j € [0,7 —a] s.t. u,j
and u, k = ¢ for all k with j < k <14
U, 1 = Pla,pjp & u, j |= @ for some j € [i — b,i — a]
U, i = Higp)p < u,j = for every j € [i — b,i — a]
UG = 9 S[a,p) ¥ & thereis j € [i —b,i —a] st u,j F Y
and u, k = ¢ for all k with j < k <14
wiE=ENe s ui+1lEp
u,i =N uitalEp
u, i = Flq 5 € u,j = ¢ for some j € [i +a,i+ 0]
U, i = Gla,p)p & u,J |= ¢ for every j € [i +a,i+ 1]
u,i = @ Ulgp) ¢ < there is j € [i +a,i+b] s.t. u, j =9
and u,k |= ¢ for all k withs < k < j

Fig. 8. The satisfaction relation for temporal formulas.

for Metric Temporal Logic (MTL) with past and future-
bounded temporal connectives. The monitoring algorithm is
specified in a modular way: the monitor for a composite for-
mula is built from the monitors of its immediate subformulas
by applying the combinators of section [V}

We consider a language of typed temporal formulas. We
write ¢ : MTL(A) to indicate that ¢ is a temporal formula
that is meant to be interpreted over traces in A“. The type
MTL(A) is defined inductively in Figure [7] We use the
abbreviation X, = X, 4, where X can be any of the
temporal connectives P, H, S, F, G, U. The satisfaction relation
E C AY X w x MTL(A) is defined by induction as shown in
Figure @ For a trace u € A%, an index 7 < w and a formula
©, we write u, i = ¢ to denote that the formula ¢ is satisfied
in u at index ¢. The satisfaction of the formulas P, and H,¢
can be expressed as follows:

u,i = Pyp < (i > aand u,i — a = @), and
u,i EHyp & (i <aorui—al ),

because P, = P4 o), Ho = H{q,q], and [a,a] = {a}. We say
that the formulas o, : MTL(A) are equivalent, and we write
@ = 1, if for every trace u € A“ and index i < w we have
u,i = ¢ iff u,i = 1p. The equivalences of Figure [J] can be
proved from the definition of the satisfaction relation.

We define the interpretation of ¢ w.r.t. the trace u € A%,
denoted I(u,¢p) : Bool®”, as shown in Figure (past-time
fragment) and Figure [T1] (future-time fragment). We omit H
and G from the figures, as they are dual to P and F respectively.

Lemma 9 (Interpretation). Let ¢ : MTL(A) be a formula,
u € AY be a trace, and i < w be a timepoint. Then,

I(u, )(i) = true iff u,i = .

PSY=YV(eAY(pSY)) (1)
Pla.co)? = PaPy )
©S[a,00) ¥ = Pal(S¥) AHpg o1, fora>1 3)
Pla,019 = PaPo,p—a)® (4)
©S[a,8) ¥ = Pa( S[0,6—a) ¥) AHjo,a—1), fora >1 ©)
Flo,e19 = N°Ppo e ©)
Fla,)9 = N*Flg p_aj0 = N°Ppg g T

© Ugp) % = N*(p Ug p—a) ¥) A Gjg,a—1]ps fora>1 ®

Fig. 9. Equivalences between temporal formulas.

I(u, atomic(p)) (¢

(())

)
)

(@)
I(u, ~p) (i) = ~I(u, ) (1)
I(u, o A1) (i) = (u @) (@) A (u, ) (@)
1w, V) (i) = I(u, ) (i) V I (u,1)(2)
I(u,Yp)(0) = false
H Yo 1) = To )0
I(u, Pp) (i) = fold(z —> z,V, I(u, ©)=?)
I(u, » S) (i) = fold((x,y) —> y, opSince, w;), where
wi = zip(I(u, )%, I(u, ) S?) : (Bool?)*
opSince = (z,(z,y)) >y V (x A 2)

I(u,Pqip)(i) = false, ifi < a
I(u, Pa)(i +a) = I(u, )(i)
I(u, Pla,00)p) = I(u, PaPy)
I(1, 0 S[a,00) ¥) = I(u, Pa(p S 1) AH[g o—1]%)

I(u, Pjo,5)¢)(é) = (fold(inp, opp, I(u, 0)=") # L)
inp : Bool — {L} U0, b]

inp(x) = L, if ¢ = false
inp(z) =0, if z = true
opp : ({J_} U [0,b]) X Bool — {L} U0, b]
one(L,2) =l
opp(k,x 0, if z = true

opp(b,z) = L, if x = false
I(u, ¢ Spo,5) ¥) (i) = (fold(ins, ops, w;) # L)
wi = zip(I(u, )%, I(u, ) =) : (Bool?)*
ins : Bool? — {1} U0, b]
ins(z,y) = L, if y = false
ing(z,y) =0, if y = true
op: ({L}U[0,b]) x Bool? — {L}UI0,]
ops(L, (%,y)) = ins(z,y)
ops(k, (z,y)) =0, if y = true
ops(k, (z,y)) =k+1, if kK < b, y = false and x = true
ops(k, ( )=1, if k <b, y=rfalse and z = false
(z,9)) =
)

) =

(k,z) =
opp(k,z) =k+1, if kK <band x = false

)

) =

s (z,y)
ops(b, (z,y)) = L, if y = false
I(u, Pla,p) @) = 1(w, PaPo p—a)#)
I(u, ¢ Siap) %) = I(1,Pa(p Spo,p—a) ¥) A Hpg,a—1)%)

Fig. 10. Interpretation function: past-time formulas.

Lemma [9] implies that the formulas ¢, are equivalent iff
I(u, ) = I(u,1)) for every trace u € A%.

An online monitor for a formula ¢ MTL(A) is a
transducer G : SA(A,Bool) s.t. the extension f = ext([G]) :
KT(A,Bool) of its denotation satisfies f(u) = I(u,¢) for



I(u,Np)(3) = I(u, ) (i + 1)
I(u,N%p) (i) = I(u, @) (i + a)
I(u, Flo,50) = I(u,N°P(g 1 ¢0)
I(u, ¢ Upg,p) ¥) (i) = (fold(iny, opy, w) = yes)

w = zip(I(u, )58, I(u, $)li+]) : (Boo12)*
iny : Bool? — S, where S = {yes, wait, no}
iny(z,y) = yes, if y = true
iny(z,y) = wait, if y = false and x = true
iny(z,y) = no, if y = false and z = false
: S x Bool? - S

opy
opy(s, (z,y)) = s, if s € {yes,no}
opy(wait, (z,9)) = in(z,y)

I(’U,, F[a,b] ) = I(U, NaF[O,bfa] 50) = I(u7 NbP[O,b7E]¢)
I(u, o Upa,p) %) = I(u; N*(p Upg p—a) ¥) A Glo,a—1]%¥)

Fig. 11. Interpretation function: bounded future-time formulas.

every trace u € A“. We describe a construction for efficient
online MTL monitors in Figure [T2] We omit the connectives
A, H and G because they are dual to V, P and F respectively.

Proposition 10 (Online Monitor). Let ¢ : MTL(A). The
transducer TL(¢) : SA(A,Bool), defined in Figure |12} has
bounded lead/lag and is an online monitor for ¢.

Proof. The proof is by induction on . It is immediate from
the construction of Figure[12]that TL () has bounded lead/lag.
We focus on some representative cases and we leave the rest
to the reader. Consider an arbitrary trace u € A¥. Case Py:

w = ext([TL(P)])(u)
= (ext([TL(p)]) > ext(aggr(z —> z,V)))(u)
= ext(aggr(z —> x, V) (ext([TL()])(w))
= ext(aggr(z —> z,V))(I(u, ¢))
and therefore w(i) = fold(x —> z,V,v=?). This implies that
w = I(u, Pp). For the case P,p, we obtain similarly that
w = ext([TL(P,p)]) (u) = ext(emit(a, false))(I(u,y)).

It follows that w(i) = false if i < a, and w(i + a) =
I(u, ) (i) for every i < w. So, w = I(u, Pyyp). As before, for
the case N“¢ we get that

w = ext([TL(N*)])(u) = ext(ignore(a))(I(u,¥)).

This means that w(i) = I(u,
therefore w = I(u,

)(i + a) for every i < w, and
N%p). The rest of the cases are similar. [

We describe now our implementation and present an ex-
perimental evaluation. From Theorem [§] we know that the
online monitors of Figure [I2] require a constant amount of
space (in the size of the input stream). In order to examine
empirically this efficiency guarantee, we have implemented
the combinators of Figure 3] as an embedded domain-specific
language in Rust and we have used it to specify the MTL
monitors. We compare our implementation against the state-of-
the-art tools MonPoly [35] (OCaml), StreamLLAB [36] (Rust),
Reelay [38] (C++) and Aerial [49] (OCaml). All tools are
implemented in native code (i.e., no bytecode).

p: A — Bool
TL(atomic(p)) = map(p) : SA(A, Bool, 0)

TL(¢) : SA(A,Bool, [m,n])
TL(—¢) = TL(¢) > map(—) : SA(A, Bool, [m,n])

TL(¢) : SA(A,Bool, [m,n]) TL(%)) : SA(A,Bool, [0, p])

TL(¢ V 1) = par(TL(p), TL(t))) >> map(V)
: SA(A, Bool, [min(m, 0), min(n, p)])

TL(¢) : SA(A,Bool, [m,n])

TL(Yp) = TL(p) >> emit(1, false) : SA(A,Bool, [m+1,n+1])
TL(Py) = TL(p) > aggr(z —> z,V) : SA(A,Bool, [m,n])
TL(Pa¢) = TL(p) >> emit(a, false) : SA(A,Bool, [m+a,n+al)
TL(P[a,00)%) = TL(PaPy) : SA(A,Bool, [m + a,n + al)
TL(P(o,5)¢) = TL() >> aggr(inp, opp,x —>x # 1)

: SA(A, Bool, [m, n])
TL(P[4,0)9) = TL(PaPg 5—a)%) : SA(A,Bool,[m + a,n + al)

TL(¢p) : SA(A,Bool, [m,n]) TL(%)) : SA(A, Bool, [0, p])
TL(¢ S ¢) = par(TL(y), TL(¥)) >> ager((z,y)
: SA(A, Bool, [min(m, o), min(n, p)])
TL(¢ S{a,00) ¥) = TL(Pa(® S %) A H[g,a—1]%¥)
: SA(A, Bool, [min(m, o) + a, min(n, p) + al)
TL(# Sjo,5) %) = par(TL(p), TL(¢)) >> aggr(ins, ops, z —> z # 1)
: SA(A, Bool, [min(m, o), min(n, p)])
TL(¢ S{a,5) ¥) = TL(Pa(¥ Sio,6—a) ¥) A H[0,a—1]%¥)
: SA(A, Bool, [min(m, o) + a, min(n, p) + al)

->y, opSince)

TL(¢p) : SA(A,Bool, [m,n])
TL(N¢p) = TL(p) > ignore(1) : SA(A,Bool, [m — 1,n])
TL(N®¢) = TL(p) > ignore(a) : SA(A,Bool, [m — a,n])
TL(Flq,5)) = TL(NbP[O’b,a] ®) : SA(A,Bool, [m — b,n])

TL(¢p) : SA(A,Bool, [m,n]) TL(%)) : SA(A, Bool, [0, p])
TL( Ujo,p) ¥) = par(TL(), TL(¢)) >> wnd(b + 1, iny, opy)
: SA(A, Bool, [min(m, 0) — b, min(n, p)])
TL(¢ Uq,5) ¥) = TLIN® (¢ Ug,p—a) ¥) A G0,a—1]¥)
: SA(A, Bool, [min(m, o) — b, min(n, p)|)

Fig. 12. Online monitor for bounded-future MTL formulas.

In Figure [T3] we compare our approach (DSL) with Mon-
Poly, StreamLLAB, Reelay and Aerial on two sets of for-
mulas, both of which contain a single past-time temporal
connective (bounded or unbounded). The formulas for the top
plot (P1 to P17) are: Y, P, P[O,l]’ P[O,lO]a P[O,lUO]a P[O,lOOO]v
P(0,10000]> P[1,00)s P[10,00)> P[100,00)> P[1000,50)> P[10000,00)s
Pr1,2s Ppio,20s Pri0o,2005» P1000,2000» P[10000,20000- The
formulas for the bottom plot (P1 to P16) are: S, Spg 1,
Si0,10]> S[0,100]> S[0,1000]> S[0,10000]> S[1,00)> [10,00)s S[100,00)>
S[1000,00)» S[10000,00)> S[1,2]s S[10,20]s S[100,200]> S[1000,2000]>

[10000,20000]- We observe that DSL is 10-200 times faster
than MonPoly and StreamL.AB, and 80-1300 times faster
than Reelay. The performance of DSL, StreamLLAB, Reelay
and MonPoly is not affected by the size of intervals. Aerial
performs well when the size of intervals is small, but its
throughput decreases sharply as the size of the intervals grows.
Aerial’s space and time-per-element complexity is linear in the
sum of the numeric constants and the formula size [50].
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Fig. 13. Past-time microbenchmark: DSL, Reelay, MonPoly, Aerial.
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Fig. 14. Future-time microbenchmark: DSL, MonPoly, Aerial.

In Figure [T4] we compare our approach (DSL) with Mon-
Poly and Aerial on two sets of formulas, both of which
contain a single (bounded) future-time temporal connective.
The formulas for the top plot (P1 to P9) are: N, Fo g,
Fio,100]> Fo,1000> Fjo,10000» F10,20> Fi100,200> F(1000,2000]5
F110000,20000)- The formulas for the bottom plot (P1 to P8)
are: U[O,lO]s U[o,loo}’ U[O,IOOO]’ U[O,lOOOO]’ U[10,20]’ U[100,200],

[1000,2000] > U[10000,20000]' We observe that DSL is 30-1500
times faster than MonPoly. As in the past-time microbench-
mark, Aerial’s performance depends on the constants that
appear in the formulas.

Finally, we use the recently proposed Timescales benchmark
to compare the four tools (DSL, MonPoly, Reelay, Aerial)
on a set of realistic properties for monitoring. The results

P8 P9 P10 P11 P12 P13 P14 P15 P16

100 = DSL

- § 104 = MonPoly

E‘E 1] B Reelay

o 2 I Aerial

g g 0.1

58

“e  0.013
Z

0.001 4

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

Fig. 15. Timescales benchm.: DSL, MonPoly, Reelay, Aerial.

are shown in Figure [I3] DSL is 10-80 times faster than
MonPoly, 50-350 times faster than Reelay and 20000-140000
times faster than Aerial. We have already discussed that Aerial
performs poorly when large constants occur in the formulas.

All of our experiments were executed on a laptop with an
Intel Core i7 10610U CPU clocked at 2.30 GHz and 16 GB of
memory. Each throughput value that we report in Figure [I3]
[[4] and [[3] is the mean and standard deviation of 50 iterations
of the experiment.

Overall, we observe that our Rust implementation of the
typed framework of lead/lag-bounded transformations has per-
formance that is competitive compared to state-of-the-art tools.
We are not claiming that our implementation is better than the
tools we compare against, since MonPoly and Reelay consider
more expressive temporal formalisms than our variant of MTL.
We leave for future work the development of a robust tool for
our framework and a more extensive experimental evaluation.

VI. CASE STUDY: PEAK DETECTION IN ECG SIGNAL

In this section we consider the monitoring of cardiac (heart)
signal for a patient. This signal is called an electrocardiogram
(ECG). We will focus on the problem of peak detection in the
ECG, which corresponds to the detection of the heartbeat. This
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Fig. 16. The high-level structure of an online algorithm for peak detection in the ECG signal.

smooth = FIR([0.1,0.2,0.4,0.2,0.1]) : SA(V,V, [—-n,0])

FIR([c—n,...,cn]) = emit(n,0) > wnd(2n + 1) >
map((T—n,...,Tn) =>C—pnZTep + -+ + CnTn)
slope = FIR([—0.5,0,0.5]) : SA(V,V,[-1,0])
length = emit(w,0) >
map(z —> sqrt(1 + x2)) > wnd(2w + 1) >
map((T—w; -« Tw) => Do Ti)
detect = (St, A, ¢, 6, out) : SA(VL,Bool, [—2w, 0])
St={a}u{c() | i€ [1,2w]}
U{B(i,m,7) | i € [1,2w],m € V,j € [1,4]}
5(4, (v,0)) = A, if £ < Threshold
5(4, (v,0)) =B(1,v,1), if £ > Threshold
0(B(z,m,j),(v,£)) =B(i+ 1,m,5), if v < m and i < 2w
0(B(¢,m,j), (v,€)) =B(i+ 1,v,i+ 1), if v >m and i < 2w
0(B(z,m, 3), (v,£)) = C(j), if i = 2w
6(C(@), (v, 8))=cCc(i—1), ifi > 1
8(C(i), (v, £)) =4, ifi=1
out(A, (v,£)) = false, if £ < Threshold
out(A, (v,£)) = e, if £ > Threshold
out(B(i,m, j), (v,£)) = ¢, if i < 2w
out(B(i,m, j), (v,£)) = false’ ! . true - false?* 177 if i = 2w

out(C(4), (v,¢)) = false
preprocess = par(id, smooth >> slope >> length)

main = preprocess > detect : SA(V,Bool)

Fig. 17. Peak detection for cardiac (ECG) signal.

problem is one of the most widely studied detection problems
in the area of biomedical engineering [29]], [30], [31]], [32], as
it forms the basis of many analyses over cardiac data. We will
see that our domain-specific language can be used to easily
specify the detection algorithm. Similar in spirit are the works
[33] and [34], where the problem of arrhythmia detection is
considered.

A simple algorithm for detecting the peaks consists of four
stages: (1) smoothing the signal to eliminate high-frequency
noise, (2) taking the derivative of the smoothed signal to
calculate the slope, (3) computing a nonlinear curve length
transformation, and (4) detecting the peaks using both the
raw measurements and the curve lengths. This algorithm is
described in [32] and its implementation is found in [S31].

We show how to prototype this algorithm using our typed
framework of ¢-bounded transducers (section and their
combinators (section [[V). In Figure [I7] we see that the stages
for smoothing and slope calculation can be expressed with the
FIR combinator (recall Example [7), which in turn is a pipeline
of emit, wnd, map. For the curve length transformation, we
consider a window of size w = 65 msec - F' (where F' is the
sampling frequency in Hz), centered at each timepoint. That is,
w is the number of samples that correspond to 65 msec of the
signal. The transducer length : SA(V,L,[—w, 0] describes
this transformation. Notice that is has a maximum lag of w

(lead —w), because it needs to see w samples ahead in order
to calculate the curve length. The decision rule is given by
a customized transducer detect : SA(VL,Bool, [—2w,0]),
which takes as input the original signal and the signal of
curve length values. Intuitively, detect alternates between
three modes: (1) mode A, during which the transducer searches
for a curve length value exceeding a threshold, (2) mode B,
during which the transducer finds the maximum of the original
signal from the point ¢ that the threshold has crossed until
t + 2w (window of size 130 msec), and (3) mode C, which
ensures that 130 msec pass from the detected peak until the
transducer can enter the search mode (i.e., mode A) again. The
lead interval for detect is [—2w, 0], which is established by
annotating the transducer with the lead labeling (A, \), where:
A(8) = 0, A(B(4,m,j)) = —i, and A(C) = 0. It suffices to
observe that A(6(s,z)) = A(z) + |out(s,z)| — 1 for every
s € St and z € VL.

Finally, we use the ECG peak detector (main in Fig. to
define a transducer for monitoring the heart rate. Let F' be the
sampling frequency of the signal.

MTL(Bool)

P = atomic(xz —> —z) : MTL(Bool)

¢ = (p — Hp1, 250msec. 71P) : MTL(Bool)

¥ = F[1,1000msec. 7P : MTL(Bool)
mon = par(MTL(¢), MTL(¢))) : SA(Bool,Bool?)
top = main >> mon : SA(V, Bool?)

p = atomic(z —> z) :

The transducer top checks whether the heart rate is too slow
or too fast: ¢ checks that no interval is shorter than 250 ms
(i.e., rate faster than 240 bpm), and 1 checks that no interval
is longer than 1000 ms (i.e., rate slower than 60 bpm).

VII. DISCUSSION

In this section, we discuss the relationship between our
framework of ¢-bounded transductions/transducers and the
established synchronous language Lustre and its descendants.

In Lustre [15] a variable x represents a sequence of values
(i.e., a signal or stream) and has a clock c associated with
it, which specifies the time instants (over some discrete time
domain) for which x is defined. These clocks are used to
type-check expressions. For example, the expression x + y is
allowed only when x and y have the same underlying clock c.
These clock compatibility checks ensure that combined signals
are perfectly synchronized. This gives rise to a guarantee of
efficient computation: no amount of buffering is required for
storing elements. Lucid Synchrone [26], [27]] extends Lustre
with higher-order features, provides inference of the clock
types [52], [[53]], and supports hierarchical state machines [54].

Other synchronous formalisms such as SDF [[19]] and CSDF
[20] employ a notion of rate for the consumption and produc-
tion of elements (e.g., a computational element produces 3



output elements for every 2 input elements that it consumes).
SDF and CSDF also provide guarantees of efficiency, but they
do so by inserting finite buffers between computing elements.
This provides flexibility in the specification and relegates the
issue of finding the appropriate buffer sizes to the compiler.

The work on n-synchronous Kahn networks [55] studies a
relaxed model of synchrony for a Lustre-based clocked lan-
guage that allows communication over bounded buffers. This
setting requires reasoning about ultimately periodic clocks,
which can be represented canonically in the form u(v)“, where
u,v € {0,1}* and (v)*¥ denotes the infinite repetition of v.
The symbol 1 (resp., 0) indicates the presence (resp., absence)
of a value at a given timepoint of the base clock.

Clock envelopes are introduced in [[56]] as an abstraction of
(not necessarily periodic) clocks. They denote sets of clocks
that almost have a fixed period except for a bounded amount
of allowable jitter. Lucy-n [28] is the implementation of the
n-synchronous model of [55], and it uses a variant of the clock
abstraction of [56] for clock inference. Lucy-n extends Lustre
with a buffering construct, which serves as a placeholder for
a bounded communication buffer whose size is determined by
the compiler. An extension of Lucy-n with a delay operator is
considered in [57]. A more precise clock inference algorithm
for Lucy-n is described in [58]].

Observe in the proof of Theorem (8| that the transducer
par(f, g) requires a buffer to accommodate the skew between
the output of £ and the output of g. The use of this buffer is
similar in spirit to the bounded buffer insertion that is consid-
ered in SDF [19]], CSDF [20], and Lucy-n [28]. Identifying
a precise correspondence between our transducer model and
Lucy-n is an interesting direction for future work. The main
question is to clarify the relationship between the lead/lag
types that we introduce here and the clocks of Lucy-n. A
relevant concept is the domain/rate of Quantitative Regular
Expressions [39], [14]], [60] and related formalisms [61]], [62],
[63], [64], which is a kind of regular expression that specifies
when output is emitted.

We conclude this section with the remark that synchronous
languages such as Lustre [15] have been used to program
monitors that run alongside synchronous systems. Such mon-
itors check for safety violations and are called synchronous
observers [65]. Relevant to this is the language Lutin [66]]
for expressing temporal properties, as well as the translation
of regular expressions (which capture safety properties) to
synchronous networks [67]. An interesting direction for future
work is to provide a translation from our framework to
Heptagon/BZR [68]] in order to obtain low-level C code for
deployment on embedded systems.

VIII. CONCLUSION

We have introduced the framework of lead/lag-bounded
signal transformations, which relaxes the causality requirement
and allows a bounded amount of lookahead into the future.
Such transformations can be implemented with a bounded
amount of lag. We classify the transformations with a type
discipline that records the bounds on the allowable lead and/or
lag of the computation. Our framework gives rise to a domain-
specific language (DSL) for signal monitoring with a key

efficiency guarantee: every monitor defined by the DSL can
be executed using a bounded amount of space and processing
time per input sample. We validate the usefulness of our
proposal with two significant case studies: (1) the prototyping
of an efficient monitor for MTL for past-time and bounded
future-time temporal connectives, and (2) the specification
of a complex algorithm for peak detection and heart rate
monitoring over ECG signal. We have also implemented the
proposed DSL and we have compared experimentally our
MTL monitor against state-of-the-art tools.
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